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ABSTRACT
For TREC 2016, we focus on tackling the challenges posed by the
Contextual Suggestion by investigating the use of user-generated
data (e.g. textual content of comments and venue’s information) in
location-based social networks (LBSNs) to suggest a ranked list of
venues to users. In particular, we exploit a word embedding tech-
nique to extract user-venue and context-venue preference features
to train learning-to-rank models. In addition, we leverage each
venue’s information (e.g. number of check-in) to extract venue-
dependent features. We train learning-to-rank models using these
features on the TREC 2015 Contextual Suggestion dataset. We sub-
mit two runs (uogTrCs and uogTrCsContext) where uogTrCsContexl
is a context-aware approach. �e batch experimental results show
that uogTrCS is competitive, performing above the TREC median
in terms of NDCG@5 and P@5 and outperforms uogTrCsContext.

1 INTRODUCTION
Similar to previous years, for the batch experiment in TREC 2016,
the Contextual Suggestion track asks participants to suggest a
ranked list of venues to users, based upon their pro�les and pre-
ferred contexts [2]. �e user’s context contains the user’s location
(e.g. a city where he is looking for venues to visit) and contextual
preferences: namely the duration of their trip (daytime, nigh�ime,
weekend, longer), the season of the year (Spring, Summer, Autumn
and Winter), the group of people the user is intending to visit the
venue with (alone, friends, family and others) and the type of the
trip (business, holiday and other). In the following, we �rst describe
how we exploit word embedding techniques to leverage the textual
content of comments to model user’s preferences and characteristic
of venues (Section 2. �en, we describe a set of features used to train
learning-to-rank models in Section 3. Our proposed approaches
for the batch experiments are described in Section 4. Section 5
highlights our submi�ed runs and their achieved performances.

2 MODELLING USER’S PREFERENCES AND
CHARACTERISTICS OF VENUES

In this section, we describe how we leverage user-generated data
from Location-based Social Networks (LBSNs) to improve the qual-
ity of the venue suggestion. In particular, we exploit word em-
beddings to model user’s preferences and characteristic of venues
from the textual content of comments. Our approach builds upon
an intuition – which was shown to be e�ective in the TREC 2013
and 2014 Contextual Suggestion tracks – that people who have
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Figure 1: Modelling the characteristics of venues from com-
ments using Word2vec.

similar opinions about venues are likely to share similar venue pref-
erences [4, 8]. However, our approach di�ers from the approaches
of Yang et al. [8] and Manotumruksa et al. [4], in that we model
the user’s preferences and the characteristics of the venues by us-
ing word embeddings to be�er represent the users and venues as
vectors in the word embedding space, rather than using traditional
retrieval models. Further details and experiments for this approach
can be found in [3].

To model the characteristics of venues, as illustrated in Figure 1,
we exploit word embeddings to infer a vector-space representation
of a venue from its comments. In particular, for each term t oc-
curring in the comment posts Pi = {pi,1, ..} of venue vi , we use
a pre-trained word embedding model to represent the term as a
embedding vector ®νt , and then aggregate those embedding vectors
to model the characteristics of the venue as follows:

W 2V (vi ) =
∑
p∈Pi

∑
t ∈p
®νt (1)

By doing so, we obtain a vector-space representationW 2V (vi ) of
the characteristics of venuevi . Similar to the characteristic of venue,
as illustrated in Figure 2, we model model the user’s preferences,
®UVj , of user uj by summing the vector of the venues rated in the

user’s pro�leUj :

®UV j =
∑

vi ∈Uj

W 2V (vi ) × ri, j (2)

We then estimate the similarity between venue vi and the user
preferences ®UV j , by calculating the cosine similarity between ®UV j

andW 2V (vi ). Typically, the user’s preferences ®UV are modelled
separately for positively (rating of 3 or 4) vs. negatively (0 or 1)
rated venues in the user’s pro�le.

In the TREC 2016 Contextual Suggestion track, the users can
explicitly express their preferred context such as what time of
the day they will visit the city and who they are going to visit
venues with. Given a set of user’s preferred contexts (e.g. day time,
summer and friends), for each contextual dimension d , we exploit
the word embeddings to identify a list of terms Td that are related



Figure 2: Modelling the characteristics of user’s preferences
using Word2vec.

to contextual dimension d . For example, terms that are close to the
word ‘Family’ in the vector space are “grandparents”, “supporting”,
“group”, “mom”, “kid”, etc. Observing such words frequently in the
comments posted for a venue on a LBSN intuitively increases our
belief in that venue being relevant for recommendation scenarios
involving Family contextual requirements. �en, we model the
user’s contextual preferences ®CV on contextual dimension d as
follows (further details can be found in [3]):

®CV d =
∑
t ∈Td
®νt (3)

Note that we explored various techniques to aggregate vector-space
representations apart from summing (e.g. averaging, maximum as
well as concatenation of di�erent aggregations). Based on initial
experiments, the summing is the most e�ective for this task.

3 CONTEXT-AWARE VENUE RANKING
In the section, we describe how we leverage the vector-space rep-
resentation of characteristic of venueW 2V (vi ), user’s preferences
®UV j and user’s contextual preference ®CV d to extract useful fea-
tures that can train learning-to-rank model to e�ectively generate
ranked list of venues relevant to users’ pro�les. In addition, De-
veaud et al. [1] and Mccreadie et al. [5] showed e�ectiveness of
venue recommendation systems use any venue dependent sources
of evidence such as number of comments and ratings in the TREC
2014-2015 Contextual Suggestion tracks. �erefore, we also extract
venue dependent features from venue’s information retrieved from
Foursquare LBSN. �e following summarises the features used in
this work:

• 2 user-venue preference features (UV): Cosine similar-
ity between the vector-space representation of characteris-
tic of venueW 2V (vi ) (Equation (1)) and the vector-space
representation of the user’s preference of the user ®UV j
(Equation (2)) – one feature for each positive and negative
venues user’s preference.

• 4 context-venue preference features (CV): Cosine sim-
ilarity between the vector-space representation of venue
W 2V (vi ) and user’s contextual preference ®CV d (Equation (3))
– one feature for each contextual aspect.
• 6 venue-dependent features (V): Number of check-ins,

number of likes, number of comments, number of photos,
average Foursquare rating, and unique number of users
(further details can be found in [1]).

Table 1: Results of our runs in the Contextual Suggestions
track. Figures in bold represent the top performances.

UV V CV NDCG@5 P@5 MRR
TREC Median - - - 0.2562 0.3931 0.6014

uogTrCS
√ √ × 0.2756 0.4207 0.5886

uogTrCsContext
√ √ √

0.2582 0.3828 0.5475

4 BATCH EXPERIMENT
In the batch experiment of the Contextual Suggestion track, we
submi�ed two runs making use of learning-to-rank, but di�ering
in terms of the sets of features deployed from those mentioned in
Section 3. In particular, we submi�ed two runs, namely uogTrCs
and uogTrCsContext – in particular:

• uogTrCs is a learning-to-rank approach that considers only
user-venue preference features (UV) and venue-dependent
features (V);

• uogTrCsContext is a context-aware learning-to-rank ap-
proach that consider all features mentioned in Section 3.

We trained both runs on the TREC 2015 Contextual Suggestion
track test collection, by spli�ing user-context pairs 66% and 33%
across training and validation sets. We use LambdaMART, a state-
of-the-art listwise learning-to-rank technique [7], as the learner.
Following Manotumruksa et al. [3], for word embeddings, we use
the Word2Vec tool1, training a skip-gram model [6] on the com-
ments dataset from Foursquare (over 2.7M comments). We use the
validation set to determine the word embedding parameters (e.g.
vector size andwindow size). Before training themodel, we perform
stemming and remove standard stopwords from the comments.

5 BATCH RESULTS
Table 1 reports the performance of our two submi�ed runs (uogTrCs
and uogTrCsContext) together with the TREC Median using the o�-
cial measures, namely NDCG@5, P@5 & MRR. �e columns UV, V
and CV indicate type of features that are used by the runs. From the
table, we observe that the uogTrCs run is the most e�ective of the
tworuns across all three measures. Indeed, uogTrCs is competitive,
performing above the TREC median in terms of both NDCG@5 and
P@5. Overall, the results for both of our runs exhibit promising
performance comparable with the TREC median, and hence merit
further study in the future. By comparing the experimental results
in Table 1 with the results reported by Manotumruksa et al. [3], con-
sistent conclusions can be observed. In particular, the experimental
results from these works conclude that modelling user’s preferences
®UV j (Equation (2)) and the characteristics of the venuesW 2V (vi )

(Equation (1)) using the word embeddings is e�ective. However,
in [3], Manotumruksa et al. reported the usefulness of user’s contex-
tual preferences ®CV d (Equation (3)) in improving the performance
of venue recommendation systems, while in TREC 2016 uogTrC-
sContext did not perform well in comparison with uogTrCs. Further
failure analysis is required in order to answer why context-venue
preference features are not e�ective.

1h�ps://code.google.com/archive/p/word2vec/

https://code.google.com/archive/p/word2vec/


6 CONCLUSION
For TREC 2016, we submi�ed two runs that exploit word embed-
ding technique to extract useful features from user-generate data in
Foursquare LBSN to train learning-to-rank models. �e experimen-
tal results from the TREC 2016 Contextual Suggestion track show
that modelling user’s preferences and characteristics of venues
using word embeddings is e�ective and overall our run, uogTrCs
is competitive, performing above the TREC median in term of
NDCG@5 and P@5. For future work, we plan to conduct a failure
analysis to answer why context-venue preference features cannot
improve the e�ectiveness of venue recommendation systems.
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